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Requirements:   

Learning Objectives 

The aim of the course is to introduce students to the basics of analysis of variance and regression models, 

primarily linear regression and to master prediction techniques using regression models. 

Learning Outcomes  

Students will master the basic concepts of linear and nonlinear regression models, analysis of variance, 

and will be able to solve practical problems in economy and science using statistical software, as well as 

understand and properly interpret the results. 

Syllabus 

Theoretical instructions 

One-factor analysis of variance, mean comparison tests (Tukey, Scheffe, etc.), planned and unplanned 

testing of differences. Multi-factor analysis of variance: main effects, simple effects, and effects of 

interaction. Analysis of variance for repeated measurements (dependent samples) and analysis of variance 

with repeated and unrepeated measurements. Covariance analysis with interactions of categorical and 

numerical (continuous) predictors. 

Linear correlation coefficient, least squares method, residuals, predictors and predictions, linear 

regression. Multiple linear correlation and multiple linear regression. Hypothesis testing problems, 

confidence intervals and prediction. Nonlinear regression and logistic regression. Analysis of regression 

error and prediction error, data fitting, principle of parsimony and bias-variance tradeoff, cost function, 

model choice and performance (cross-validation, penalized regression, various measures of data fitting 

models).  

 

Practical instructions 

Exercises and problems in practical teaching follow the content of the theoretical instructions. Practical 

examples and implementation of solutions in statistical software: R, Statistica, and other available 

software. 
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Number of active classes Lectures: 2 Exercises: 2 



Teaching methods 

Lectures, exercises, workshops, problem solving sessions and practical examples, programing on 

computers, statistical reporting. 

Grading (maximum number of points 100) 

Pre-exam obligations 
Points 

 
Final exam  Points 

colloquia 50 oral exam 50 

 


