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Learning objectives 
Parallel processing is being seen as the only cost-effective method for the fast solution of 
computationally large and data-intensive problems. That is why the objective of this course is to 
study the principles, tools at the advanced level for programming of wide variety of parallel 
platforms currently available and to study the basics of parallel programming usage in science. 
Learning outcome 
Minimal: At the end of the course, it is expected that students understand and show ability to 
discuss advantages and disadvantages of different parallel architectures and paradigms and their 
science applications. The knowledge of parallel programming using the message passing 
paradigm is a must for every student. 
Desirable: At the end of the course, it is expected that a successful student understand solutions 
to key problems in parallel programming and shows ability to identify the optimal way of 
solving particular given problem using parallel programming. From a successful student is also 
expected to have active knowledge of advanced concepts of parallel programming using the 
message passing paradigm, as well as their usage in solutions to different science problems that 
cannot be solved using serial computation. 
Syllabus 
At the beginning of the course, parallel architectures and platforms are examined. In the next part of the 
course, advanced principles of design of parallel algorithms, decomposition techniques and models of 
parallel algorithms are studied. Next part of the course is devoted to matrix algorithms and basics of 
numerical linear algebra as basic tools for science applications. The final part of the course is dedicated to 
details related to parallel programming using the message passing paradigm. 
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3. Karniadakis G, Kirby, R.: Parallel Scientific Computing in C++ and MPI, Cambridge 
University Press, 2002. 
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Weekly teaching load Lectures: 2 Student research: 0 
Teaching methodology 
Lectures are auditory, with active participation of the students. Basic principles and possibilities 
for their usage in concrete problems are studied. 

Grading method (maximal number of points 100) 
Colloquia 30 points, oral exam 70 points 

 




